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Abstract. This paper presents the Warthog Robotics Magic project,
developed since 2011 at the University of São Paulo at São Carlos, and
the main improvements made to the RoboCup SSL project since the
last competition. The team is the current Latin American champion and
under active development by the Warthog Robotics group. The mechan-
ical structure is a mixed design using aluminum and composite materials
and contains four DC motors for locomotion. The system architecture is
based on the GEARSystem library, with a decision tree strategy module,
and powered by some filtering algorithms on the vision module. During
the last development cycle a new navigation technique and a filtering sys-
tem were developed and incorporated to the project. The team presents
full game capability with accurate and fast responses to strategy and
referee commands.

Keywords: Mobile Robotics, RoboCup, Artificial Intelligence, Embed-
ded Electronics, Warthog Robotics.

1 Introduction

The Warthog Robotics group was created in 2011 by the fusion of the groups
GEAR, founded in 2003, and USPDroids, founded in 2005, and now aggregates
the knowledge of the departments of Electrical Engineering of the São Carlos
School of Engineering, the Computer Sciences of the Institute of Mathematics
and Computer Science, and the Center for Robotics of the University of São
Paulo at São Carlos. The group counts with over 100 members from several
knowledge areas, such as Computer Science and Electrical, Mechatronic and
Computer Engineering, and develops robotics technologies in various areas, ap-
plying most of them at Robotics competitions. Due to budget limitations, the
team was not able to participate in the last edition of the RoboCup. Despite
the hiatus in international competitions, the last results in the Latin America
RoboCup Open include the 2016 and 2018 first places and the 2017 second place.
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2 Warthog Robotics

The WRMagic is the RoboCup SSL robot of the Warthog Robotics group and
its mechanical structure and electronic boards are the same from the last years,
which detailed information can be found in [1], [2] and [3]. The next sections
briefly describe the robots and its systems and present the newest improvements
of the WRMagic project.

2 Mechanical Structure

The mechanical structure is exactly the same one from the last years, composed
of a locomotion system with four Faulhaber 2342 DC motors, a kicking device,
and a dribble device mounted with shock absorber system. The upper part houses
the three electronic boards, the battery and the kick capacitor using fiberglass
plates; and the cover is a front cut cylinder with protected wheels and openings
for the kicking and dribble devices. All mechanical structure is made of aluminum
(gray parts) and composite materials (yellow parts) as shown in figure 1.

Fig. 1. Internal mechanical assembly of the 2019 Warthog Robotics SSL robot.
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3 Electronic Devices

The electronic devices are the same of last years, composed of three electronic
boards: MainBoard, MotorBoard and KickBoard and detailed information can
be found in [1], [2] and [3]. The architecture of the embedded electronics is shown
in figure 2.

Fig. 2. Block diagram of the embedded electronic systems of the 2019 Warthog
Robotics SSL robot (same of last years).

4 Computer Systems

The WR Magic Project software is based on five sub-projects developed by the
group: the GEARSystem library, the WRBackbone server application, the re-
designed WRCoach strategy application, the WREye vision filtering application,
and the WRStation radio communication application.

4.1 GEARSystem

To provide communication and distributed execution between system modules
it is used the GEARSystem distributed library [10]. It is built over CORBA and
is the same as used last years with minimal bugs extraction and improvements.
This architecture allows the easy development of new software based on these
main modules, and detailed information can be found in [1] [2].

In the current implementation of the team, the Sensor module is the WREye,
responsible for receiving the data from ssl-vision and inserting it on the system.
This module is composed by filters (Kalman, Noise, Loss and Multi Object) and
more detailed explanation can be found in [2]. The Server module is WRBack-
bone, connection all modules on the GEARSystem architecture. The Actuator
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module in the WRStation, sending commands via USB (using QtSerialPort [13])
to a custom station board that reproduces the commands wireless.

The commands sent by WRStation is generated by WRCoach, the Controller
module on GEARSystem architecture and one of the most improved modules,
since it contains the team’s strategy.

4.2 WRCoach

The coach responsible for setting the strategy to the team: Understand the
world model, navigation, obstacle avoidance and behavior selection. A simplified
diagram of the software architecture is presented in figure 3. The subsequent
paragraphs describe the Coach architecture; a full description of the software is
available in [2] and in Brazilian Portuguese at [12].

Fig. 3. Simplified diagram of the modules of the WRCoach software.

5 Improvements for 2019

As WRCoach is software that has been improved since 2016, its current version
is pretty stable, but it always requires optimization and bug fixes. In [3] it was
presented two main corrections: NaN (not a number) removal and the attacker
behavior.
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The NaN bug occurred because the WRCoach’s final output is a float that
represents speed in x,y and theta axis and some mistakes, as division by zero, re-
sulted in a not a number being send to software or propagated to robot firmware.
The routine added solved this problem.

The new complex attack behavior select the best time to shoot or pass the
ball, choosing which has a clear path to goal or an free attacker in condition to
trap the ball. This behavior improved the chances of goal of the team, avoiding
some kicks that would be easily blocked by the rival team.

With the evolution of the attacker, the focus of improvement this year was
on defense. Dynamic marking situations were added to the decision tree, where
defenders positioned themselves to prevent kicking and clear passes. This be-
havior is even more important in cases where you play with a smaller number
of robots. With a robot is kicked out, or even in maintenance during the game,
the team needs to adapt to a more defensive condition in order to avoid the
opposing goal. The goalkeeper’s algorithms were also improved considering this
dynamic marking. The goalkeeper needs to be more precise in recognizing the
attacker’s orientation, and act quickly to block the goal.

Some other skills have been added and are being tested, such as new indirect
kick routines considering opponents robots (including the goalkeeper) and new
studies for positioning players who are not directly participating in a current
play. With this, robots need to consider, in addition to the free angles, better
positioning within the quadrants, making better use of available space in the
field.

The mechanical and electronic projects are the same from 2015 and are con-
sidered stable. The improvements in the embedded software (telemetry system)
are still in beta version, but the faithful model of robot made possible research
about quantity and quality of controllers applied, in a paper available only in
Brazilian Portuguese Language [11].

In the Software Project, we had improvements in the WRCoach structure
and the WREye. WRCoach is now stable and the focus are in improvements
in high-level strategy. The best testing platform is the competition itself, but it
is believed that software improvements have made the robot more competitive
considering the games at the Latin American Open. In the next sessions, it is pre-
sented the new path planning strategy, using Univector Field-based Algorithm
and a Kalman Filter.

5.1 Univector field-based algorithm

The Univector-based Field Navigation was proposed in [16] and is consists in
a combination of two main potential fields: a move-to-goal univector field, and
a avoid-obstacle univector field. The first one is by itself composed by two hy-
perbolic spiral univector fields, each one in a rotation direction (clockwise and
counter clockwise).

The Equation 1 defines the hyperbolic spiral, where p is the current position,
θ is the angle from x-axis at the position p, Kr is the adjustable parameter, ρ is
the distance between the origin and the position p, and de is the predefined radius
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Fig. 4. Hyperbolic spiral univector field generated by our implementation, with the
parameter de represented by the circle.

that decides the size of the spiral. In the 4 it can be seen the parameters generated
by our implementation. If Kr becomes larger, the spiral becomes smoother. The
notation ± represents the direction of motion, where + means clockwise, and −
means counter clockwise.

φh(p, de) =

{
θ ± π

2 (2 − de+Kr
ρ+Kr

), if ρ > de

θ ± π
2

√
ρ
de
, if 0 ≤ ρ ≤ de

(1)

The move-to-goal univector field is a composition of two hyperbolic spiral
univector fields, positioned to form a navigation field that can generate the di-
rection vector to control the robot orientation when reaching the target position.
The Equation 3 defines the velocity vector angle for a position, using the φh from
Equation 1, where Nh(p, de) is defined in Equation 2, yl and yr are defined in
Equation 4, and pl and pr are defined in Equation 5, with cw refering to clock-
wise, and ccw to counter clockwise.

Nh(p, de) = [cosφh, sinφh]T (2)

φTUF =


∠
ylNh(CCW )(pl,de)+yrNh(CW )(pr,de)

2de
if − de ≤ y < de

φh(CW )(pl, de) if y < −de
φh(CCW )(pr, de) if y ≥ de

(3)

yl = y + de , yr = y − de (4)

pl = [x, y − de]
T , pr = [x, y + de]

T (5)
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The avoid-obstacle univector field is the same as the classical potential field
method, with the exception that there isn’t decay with the distance because all
the vectors are unitary. We can define it as in Equation 6, without the imple-
mentation of the virtual obstacle position described in [16].

φAUF = ∠(p− pobst) (6)

To compose the move-to-goal (φTUF ) with the avoid-obstacle univector field
(φAUF ) a Gaussian function, defined in Equation 7, is used as a compound
ratio in the composition process along with the distance between a robot and
a obstacle, where dmin defines a minimum distance in which the move-to-goal
univector field can be applied. The avoid-obstacle univector field is solely applied
if the distance is less than dmin from the center of the repulsive obstacle, and
the composition is applied outside the distance dmin.

G(r, δ) = e−
r2

2δ2 (7)

φ =


φAUF , if R ≤ dmin

φAUFG(R− dmin, δ)+

+φTUF (1 −G(R− dmin, δ)), if R > dmin

(8)

Using our implementation, the Figure 5 shows the results of the composed
univector field with path generation for direction vector of π

4 with three point
obstacles.

Fig. 5. Composed univector field and generated path for direction vector of 3π
2

with
three obstacles.
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5.2 Kalman Filter

Kalman filter is a continuous cycle of predict-update used in WREye to ball and
robots position prediction. The following equations form the main loop of the
filter:

Xt,t−1 = ΦXt−1,t−1 (9)

St,t−1 = ΦSt−1,t−1Φ
T +Q (10)

Kt = St,t−1M
T [MSt,t−1M

T +R]−1 (11)

Xt,t = Xt,t−1 +Kt(Yt −MXt,t−1) (12)

St,t = [I −KtM ]St,t−1 (13)

The output from the filter is the result of the state update (Equation 12) and
state covariance update equations (Equation 13). These provide the combined
estimate from the model (prediction equations) and latest observation (measure-
ments). The state matrix provides the mean value of the distribution for each
state variable, and the covariance matrix provides the variances.

In calculating the gain and update, it ix helpful to break the calculations in
the following meaningful manner. First, it is calculated the “innovation”, which
is the difference between the new data and the previous prediction.

J = Yt −MXt,t−1 (14)

Then calculate the covariance of the innovation. The Equation 16 and Equa-
tion 17 calculates the gain matrix and the updated state.

COV(J) = MSt,t−1M
T +R (15)

Kt = St,t−1M
TCOV(J)−1 (16)

Xt,t = Xt,t−1 +KtJ (17)

6 Conclusion and Future Work

In computer system, the improvement of the coach described in [2] and [3] was
a great change in the strategy of the WRCoach and turn it more complex.
The algorithm are more stable and efficient, with the cost of the defeat in 2017
and non-participation in the world cup in 2018, but now the robot is really
competitive

The developed hardware is robust, reliable and provides an excellent platform
to the strategy systems, and the improvements were focused in the embedded
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software as show in this paper, like the controller of the robot.

Future works will be focused mainly in those areas, improving the software
WRCoach and the embedded software of the robot like the controller.
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